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Abstract

With the rapid increase in the number of available 3D garment models, the ability to accurately and
effectively search for 3D garment model is crucial for many applications such as industrial design and
engineering, and in areas such as manufacturing. In this paper, a sketch-based 3D garment model
retrieval algorithm is reported. Users can draw their sketch images according to their interest sensations.
Then they can retrieve the 3D garment from the 3D garment database. Each garment in database is
used to render an associated image to represent it. Then local features are extracted based on Gabor
filtering for each image and the input sketch. The bag of features model is used for vectorizing each image
and the sketch. Then the cosine similarities of each garment with the sketch are computed.Evaluations
are performed to show the retrieval performance ofthe proposed algorithm.
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1 Introduction

Virtual 3D garment plays an important role in computer aided garment design, character-based
games environment and virtual reality. With the fast development of the advanced modeling [1-3]
and visualization [4, 5] techniques of virtual garment, 3D garments have been a more and more
popular type of digital media. The number of available 3D garment models in different types
increases steadily. The ability to accurately and effectively search for 3D model is crucial for
many applications such as industrial design, engineering, and manufacturing area.

The research to retrieve 3D models based on their content has led to the development of
several approaches to compute the similarity between two 3D models in recent years [6]. Several
algorithms like shape histogram [7], shape distribution [8], moment [9], light field [10], spherical
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harmonics [11] have been reported. Following these approaches, users can search for 3D models
by supplying an example query object. Depending on the task, 3D model retrieval using query-
by-example is not the most intuitive approach. It assumes that users already have a well defined
3D query model, which is similar to what they are searching for. Another approach to search
3D models is based on two dimensional, user-drawn sketches. Among numerous interaction
methodologies, humans can sketch important features of objects they are interested in very quickly
[12]. Although a sketch is composed of only a few lines, it is a coarse but detailed picture including
key features. In order to compute the similarity between a 3D model and a user sketch image, the
main method is to project and render the model from several viewpoints and the best-matching
similarity between the sketch image and the projected images are computed.

In this paper, a novel approach for sketch based garment model retrieval by computing view-
based descriptors using suggestive contours is proposed. In real life, garment designers use design
drawings to illustrate the effect of garments. Following this habit, user sketch is used as input
to find similar garment model. The goal of this paper is to score the 3D garment models in
the database, and then recommend the highest ones to the user. It is particularly suited for 3D
garment model retrieval, as the human visual system perceives 3D models as two dimensional
projections.

2 Related Work

Sketch-based model retrieval systems [10, 12-15] use user sketches as inputs or part of inputs
to search 3D models. The general approach of sketch-based retrieval is extracting several views
from models and computing the similarity between user sketch and model views. To get a better
result and to speed up the process, different feature descriptors are used for encoding the view
images, such as light field descriptor [10] and Gabor local line-based feature (GALIF) [16]. The
descriptors encode the features of view images and represent the images by a small scale vector.
Since local descriptors discard the lowest value data of image, the computation of similarity
between images can also benefit. Sketch-based model synthesis researches focus on composing
3D scene with user sketching interaction. Shin and Igarashi [17] composes 3D scenes using model
retrieving interaction. Their retrieving algorithm is generating 16 reference views of models and
encoding these views with Centroid Fourier Descriptor. Then models with highest matching
scores are defined as candidates for user selection to get to the final scene. Lee and Funkhouser
[18] proposed a system for composing new models from parts of source models based on user
sketching interaction. Eitz et al. [16] provided a benchmark for sketch-based model retrieval and
a novel algorithm for sketch-based shape retrieval. They extract best view from models and use
GALIF features for similarity comparison.

3 Sketch-based 3D Garment Model Retrieval

The processing of sketch-based modeling retrieval is shown in Fig. 1. First, 3D garment models
were collected and saved into the database. The models are used to render the front view images
with their suggestive contours and vectorizing the images with their features. Second, when user
inputs a sketch, similar feature extracting and vectorizing work will be performed on it. At last,
the retrieval algorithm computes the similarity between the user sketch vector and the vectors of
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3D garment models in the database. As result, the garment model with the highest score is the
best match of the model database. The main algorithm includes four parts: 3D garment model
image generation, image feature representation, retrieval engine, and retrieving images.
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Fig. 1: Processing of sketch-based garment model retrieval

3.1 3D Garment Image Generation

In order to retrieve the 3D model based on sketches, an associated image is rendered to represent
a 3D model, and an image-based retrieval model is built for the garment images. The algorithm
proposed in paper is relied on the assumption that input sketch of a query is the front view
drawing for the desired garment. The assumption is rational because people mainly care about
the front view of a garment, and especially in the computer aid design area professional designers
are used to drawing the front view of garments to show their ideas. Based on the assumption,
the front image of a garment is the best view to be rendered. This is particular different with
other 3D models retrieval methods because the dataset of this paper are garment models facing
the front. Three categories of line rendering algorithms [19-21] can be used. The rendering image
should be good representative for the garment, so suggestive contours [21] are chosen because it
retains more detail features than the other two. The camera is fixed before rendering to center
the 3D model on the render window.

3.2 Image Feature Representation

After rendering, garment image set I = {ik} is available. A comparison of each image ik with the
user sketch is sufficient for the retrieval, but the efficiency is low. To resolve this issue, the repre-
sentation for each image ik is conducted. There are many mature solutions for the representation.
In general there are two types: 1) Local descriptors, which computes the distribution of the value
of interest, such as Scale-invariant feature transform (SIFT) [22] and Speeded Up Robust Features
(SURF) [23]; 2) A sparse set of basis elements, which performs a change of basis, such as Wavelet
basis [24] and Curve let basis [25]. As analyzed in Eitz et al. [16], the GALIF feature proposed
by them is more practical than other leading representation algorithms for contour line image
retrieval. Since the target of this paper is also detecting features of rendering lines from models,
the GALIF descriptor is chosen. Then the parameters are optimized similar to Eitz et al. The
result was obtained based on the dataset: vocabulary size: 100, tiles: 4, line width: 0.1, λ:0.3,
ω0:0.13, local feature size: 0.2, line-type: suggestive contours (For the meanings of parameters,
the description of Eitz et al. [16] are referred to the readers). See Fig. 2 (left), images are filtered
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by Gabor filters with four orientations {0, π/4, π/2, 3∗π/4}v and then local features are sampled
by 4*4 tiles on the response images.
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Fig. 2: Illustrations for GALIF feature extraction (left) and image vectorization (right)

3.3 Retrieval Engine

The bag of features (BoF) model [26] is used to build the retrieval engine. This model capitalizes
on the histogram of features to compare the similarity between images (Fig. 2 (right)). First,
the features are classified into clusters. The clustering method used in this paper is based on a
Gaussian Mixture Model. With all features, the following objective function is maximized:

El =
n∑

i=1

log
( kl∑

j=1

ωj · N (f |µj, Σj)
)
− P

2
log(n) (1)

where n is the total number of features, kl is the number of mixture Gaussians, represents a
Gaussian with mean and covariance, is the corresponding coefficient of j Gaussian and P is the
number of parameters in the model. The second term is used for penalizing model complexity,
based on the Bayesian Information Criterion. Then E can be maximized as follow. First kl = 2,
k-means clustering [27] method is performedon feature set F . The Expectation Maximization
(EM) is taken to estimate, and, using the k-means clustering centers as initial value. In order to
prevent over fitting, the covariance matrix is restricted to be diagonal. Then the estimation is
iterated until El satisfies the Eq. (2) by increasing kl = 2, 3, 4, . . . .

El2 ≤ El1 , l2 ∈ {l|l1 ≤ l ≤ l1 + 4} (2)

Since the second term of Eq. (1) increases faster than the first term, the object function will
get a highest value. Using parameters at this state, the best Gaussian Mixture Model with kbest

Gaussians is built for feature space.
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For each feature ft F , it is classified into the cluster j that has the maximal value of ωj ·
N(f |µj, σj). Then the occurrence number of features of different clusters in each image ik are
calculated to generate a kbest dimension vector v(k) V for ik. Instead of simply using the appearing
times of cluster elements appearing in an image, the tf-idf weights for histogram is computed.
The tf-idf model is widely used in the information retrieval. It takes care of both the frequency
of the feature in an image and the importance of the feature among images. The following tf-idf
function is used to compute the histogram of each ik:

v(k, s) = (1 + log(c(k, s)/
m∑

t=1

c(k, t))) log
(
1 +

ns

N

)
(3)

where s = 1, 2, . . . , kbest, v(k, s) is the sth dimension of v(k), c(k, s) is the occurrence number
of features of ith clusters in ik, m is the total number of images, ns is the number of image
with c(k, s)>0 and N is the total number of images. Furthermore, each vector is normalized by
constraining.

3.4 Retrieving Images

Now a histogram set V = {vx} of tf-idf weights for garment images is generated. For user query
sketch, its histogram vq is also calculated with Eq. (3). The retrieving algorithm begins with
rank generation, computing similarity scores for garment models. The cosine similarity between
histograms of user sketch and each garment image is computed. Using the following function:

similarity(vq, vj) =
vq · vj

‖vq‖ ‖vj‖ (4)

Then the garment images are sorted according to their cosine similarity with user sketch and
recommend ten with highest scores to user.

4 Results

In this section, several experiments were conducted to evaluate the effectiveness of the proposed
method. When the user draws a stroke, the features of 2D image are extracted. The retrieval
algorithm generates a ranked list of the best matching models and displays them to the user
for reference. See Fig. 3, the standard precision/recall is used to evaluate the retrieval perfor-
mance. The combinations of different techniques are tested on the dataset. The test dataset of
experiments are 96 garment models divided into six clusters: shirt, coat, dress, trouser, short and
bra. These models are collected from the internet or generated by physical simulation from 2D
patterns, or from publications of previous researches, such as [28]. As result, the combination of
techniques described in the previous sections outperforms others. Eight examples of the retrieved
3D models from various user drawn sketches are shown in Fig. 4. The images at the left column
are sketches as input for queries and the corresponding top three retrieval results are shown at the
same row order by similarity decreases from left to right. From the retrieval results, it is found
that the users can draw their sketch images according to their interest sensations. Then they can
retrieve t 3D garments from the 3D garment database. It is a very easy and flexible method that
permits humans to sketch important features of objects that they are interested in very quickly.
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Fig. 3: Precision/recall plot for the retrieval performance evaluation
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Fig. 4: Retrieval results with simple sketches as inputs

5 Conclusion

In this paper, a new approach for sketch-based 3D garment model retrieval is presented. Based
on the proposed approach, users can retrieve the similar garment models as intended by simple
sketches. The technique is useful for garment related areas, especially computer aided design and
virtual reality.
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